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Figure 1: The figure shows daily life scenarios when out-of-device privacy threats in the physical world, such as shoulder
surfing, take advantage of the user’s physical surroundings to invade data privacy without the user realizing it. (The image was
created using Canva under free license [13].)

ABSTRACT
This paper proposes an Out-of-Device Privacy Scale (ODPS) - a
reliable, validated psychometric privacy scale that measures users’
importance of out-of-device privacy. In contrast to existing scales,
ODPS is designed to capture the importance individuals attribute
to protecting personal information from out-of-device threats in
the physical world, which is essential when designing privacy
protection mechanisms. We iteratively developed and refined ODPS
in three high-level steps: item development, scale development,
and scale validation, with a total of N=1378 participants. Our
methodology included ensuring content validity by following
various approaches to generate items. We collected insights from
experts and target audiences to understand response variability.
Next, we explored the underlying factor structure using multiple
methods and performed dimensionality, reliability, and validity
tests to finalise the scale. We discuss how ODPS can support future
work predicting user behaviours and designing protection methods
to mitigate privacy risks.
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1 INTRODUCTION
“There are things known, and there are things unknown, and in

between are the doors of perception.”

Aldous Huxley, 1954
Threats to information privacy are not only restricted to device

use, such as GUI confusion attacks [8] since the technology sur-
rounding us continuously collects sensitive information and can be
used maliciously. Everyday scenarios, such as withdrawing cash
at an ATM and being recorded by CCTV [15, 61] or travelling on
a bus and being shoulder surfed [22, 25, 26] - all these scenarios
make the user’s data susceptible to attacks in the physical world.
As we transition into a society increasingly reliant on technology,
privacy concerns are becoming more pervasive.
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While some attacks on user privacy require the advanced,
sophisticated expertise of the attacker, the increased usage of (mo-
bile) devices and tools has enabled such attacks with only little
expertise. For example, shoulder surfing can be done through di-
rect observation [22] or recording videos [66]. Moreover, user pri-
vacy can be violated simply by using technology gadgets, such
as a thermal camera [3] that can infer sensitive input entered on
keyboards [1, 2]. The combination of little required expertise for
attack execution and increased availability of resources amplifies
the vulnerability to privacy attacks. Due to this, anyone could in-
vade anyone’s privacy, putting everyone’s privacy at risk. Privacy
researchers have proposed numerous mechanisms to mitigate the
out-of-device privacy threats in the physical world. Such mecha-
nisms include visual filters, generating fake text, icon overlaying
and vibratory alerts [39, 56, 68]. However, the one-size-fits-all ap-
proach cannot be applied. For example, shoulder surfing - a privacy
threat that exists out of the device is perceived as concerning by
some people, whereas some people do not consider shoulder surfing
a risk [22, 31]. In contrast, others switch off or cover the device with
their hand when suspecting a shoulder surfing attack [22, 25, 32].
The differences in reaction towards out-of-device privacy invasions
reflect the differences in users’ out-of-device privacy profiles. There-
fore, precisely mapping mechanisms to user profiles is challeng-
ing without knowing users’ privacy profiles. Safeguarding privacy
from out-of-device threats requires investigating how much impor-
tance users prescribe to such threats defined by how users use tech
and respond to privacy violations. We propose utilising the notion
of "out-of-device privacy" to capture this.

While literature lists several privacy-related measures like
IUIPC [44], they are limited to specific scopes; for example, the
IUIPC precisely measures online information privacy concerns. To
date, there is no standard scale to measure users’ associated im-
portance towards threats in the physical world. To explore users’
importance towards protecting personal information from threats
in the physical world, we first propose a definition for "out-of-device
privacy" and second present an 18-item psychometric scale instru-
ment to measure the importance a person attributes to protecting
personal information from out-of-device threats in the physical
world. Our scale development process involved three steps: (1) item
development, (2) scale development, and (3) scale validation. In the
item development phase, we aimed for content validity by following
deductive and inductive approaches to collect an initial item pool
from literature and experts (N=13). Next, we pre-tested the items
with experts and the target audience (N=48), which assisted in re-
fining the wording and provided initial insights into the variability
of responses. Finally, we deployed the survey online (N=382) in the
scale development phase and used the data to extract underlying
factors. Lastly, we performed dimensionality, reliability, and valid-
ity tests on a dataset of N=935 participants in the scale validation
phase. The scale was iteratively developed and refined throughout
all stages in multiple studies involving N=1378 participants. Finally,
we confirmed the scale structure and presented the 18-item Out of
Device Privacy Scale (ODPS).

Our scale establishes a foundation for assessing out-of-device
privacy, facilitating systematic analysis and comparison. The scale
provides a lightweight method for security and privacy researchers
and technology developers to evaluate and predict users’ behaviour

to protect the users’ data from out-of-device privacy threats in the
physical world.

2 BACKGROUND
This section overviews existing privacy scales and discusses the
research gap.

2.1 Measures of Privacy
Information privacy refers to one’s desire to control data related
to access, use, and sharing [6]. Privacy has been thoroughly in-
vestigated in the psychology literature, and numerous attempts
have been made to define and measure it. Questionnaires such as
IUIPC [44], Privacy Attitude Questionnaire (PAQ) [16], Westin’s
Privacy Segmentation Index [36], Concern for Information Privacy
(CIFP) [62], Global Information Privacy Concern (GIPC) [44], On-
line Privacy Concern [10] are among the popular privacy scales in
the literature.

Internet Users’ Information Privacy Concern (IUIPC) [44] mea-
sures the information concern of internet users. While this is a
reliable and valid instrument, it is limited to internet users only.
However, non-internet applications also require consideration of
user privacy, such as photos in the phone gallery app. Alan Westin
presented Westin’s Privacy Segmentation Index to measure privacy
perspectives over time; however, the scale only focuses on the or-
ganisation’s collection and handling of information. Similarly, the
Global Information Privacy Concern Scale covers privacy issues re-
lated to online companies but lacks evidence of how the statements
comprising the scale were selected. The Concern for Information
Privacy (CFIP) [62] scale considers consumer online privacy but it
lacks the definition of concern. However, it is a well-validated in-
strument that can only be used in consumer online privacy contexts.
Further, the Privacy Attitude Questionnaire (PAQ) [16] considers
the privacy concept as a whole and is unsuitable for measuring a
specific attribute of privacy. Most importantly, the scale question-
naires mentioned above only consider online information privacy,
not privacy in the physical world.

To sum up, the scales detailed above either focus on a specific
attribute or capture the concept of privacy as a whole. Moreover,
there is a lack of definitional clarity regarding the objectives of
some scales. Finally, these scales only focus on internet use and
do not consider privacy in the physical world. Regarding privacy
invasions in the physical world, physical world elements, such as
awareness, influence the user preferences for protection [23–25].
There is a need, therefore, for a validated psychometric instrument
to measure and capture people’s out-of-device privacy.

2.2 Out-of-Device Privacy in the Literature
Oates et al. [50] conducted a study to explore differences between
the privacy mental models of experts and laypersons by asking
an open-ended question to express what privacy means to them.
Most participants expressed opinions about privacy in the physical
world. This indicates that while protecting user’s privacy online
is essential, protecting it in the physical world is equally impor-
tant. Further, in a related research study by Gerber et al. [28], they
found that most participants are unaware of the effects of privacy
violations and that the users perceive most privacy protections
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as too fatiguing and complicated. This might be due to the differ-
ences in individual perceptions and needs. This highlights the need
for user’s personalized privacy protection measures. To offer cus-
tomised privacy protection to users, we must first understand their
expectations and preferences for privacy.

Further, assessments of individual attacks have shown that users
are impacted negatively due to privacy violations in the physical
world. For example, Eiband et al. [22] reported that shoulder surfing
gave rise to awkward situations among users. Similarly, further
studies have shown that shoulder surfing causes awkwardness and
discomfort and has resulted in interaction time wastage with the
device and provided evidence that users are likely to adopt a pri-
vacy safeguarding mechanism [25, 27]. Following the same line
of research, Farzand et al. [24] proposed a typology of perceived
sensitive content in response to the users’ accounts of shoulder
surfing. However, it only provides a list of content types that require
protection in different locations but does not consider the user’s
privacy profile. Cross-culture examinations of privacy concerns
have revealed that privacy violations such as observing someone’s
screen without permission have severe consequences in the Eastern
world compared to theWestern world [57]. Muslukhov et al. [47] in-
vestigated users’ concerns about unauthorized access and reported
that participants were highly concerned about insiders (e.g. friends)
having unauthorized access to their devices. This shows that pri-
vacy violations and concerns are found in public places and private
environments, such as one’s home. The work mentioned above illus-
trates the significance of addressing privacy threats in the physical
world and designing countermeasures that suit individual needs
and requirements.

Apart from designing countermeasures, one way of mitigating
privacy risks is through user awareness. Users’ awareness and
knowledge of privacy threats assist them in better protecting and
handling their data. With the spread of awareness information
about protecting data from online threats, users have become more
conscious of how they handle the information. For example, in a
study by Jiang et al. [37], only 14.1% were unaware of malware-
based threats. On the contrary, out-of-device privacy threats, such
as shoulder surfing, often go unnoticed [29], and users remain un-
aware of the privacy invasion. Likewise, while people are aware of
emerging technologies such as thermal cameras, they don’t always
envisage these technologies in the context of privacy bypasses [5].
To improve the awareness of privacy threats in the physical world,
there is a need to systematically capture users’ out-of-device privacy
so that adequate awareness plans and evaluations can be conducted.

A reliable and standardized method is needed to capture users’
out-of-device privacy information. Such an instrument would mea-
sure the out-of-device privacy perception of users that will assist in
the design of personalized privacy settings, which would offer an
appreciable user experience while maintaining user privacy from
privacy threats in the physical world. The scale would also benefit
developers in developing privacy-aware technologies, attracting
more users to adopt technology as they adopt technologies devoted
to protecting their privacy [20].

3 STAGE 1: ITEM DEVELOPMENT
This section describes our iterative approach to developing and
refining the items to be included in the out-of-device privacy scale.

3.1 Identification of Construct
Our goal was to develop a scale that assesses out-of-device privacy.
Towards developing the scale, our first step was to identify the
construct and develop a precise definition using simplistic terms.
For creating a construct definition, it is essential to consider that it
reflects a measurable concept and is sufficiently distinct from other
definitions of related constructs. For this, one researcher defined out-
of-device privacy. Next, two researchers discussed the definition and
iteratively refined it in multiple rounds. This refinement process
resulted in the basic definition of out-of-device privacy that we
define as follows:

"the importance a person attributes to protecting personal
information from out-of-device threats in the physical world"

3.2 Initial Item Pool Generation
After establishing the construct definition, our next step in scale
development was to create an initial pool of items. There are two
commonly adopted approaches for generating an item pool: (1)
deductive and (2) inductive. The deductive approach implies ex-
tracting items from a theoretical perspective based on, for example,
a literature review. In contrast, the inductive approach suggests
creating items by asking people’s viewpoints on a particular sub-
ject [34]. Following a mixed process of deductive and inductive
approaches has been recommended as a better alternative than us-
ing either method in isolation [9, 45] as it overcomes the limitations
of using each method independently. Therefore, we used both ways
to derive an initial item pool.

To generate an initial pool of items, we performed the following
steps:

(1) Reviewing Existing Literature:We reviewed existing lit-
erature to understand people’s experiences and concerns
regarding out-of-device threats in the physical world. To the
best of our knowledge, we looked for published work where
users have reported their concerns or privacy protection
practices towards out-of-device threats that match the con-
struct definition, such as shoulder surfing, thermal attacks,
smudge attacks and unauthorized access to their device. The
reviewed literature included [5, 22, 23, 25, 46, 59]. A total of
20 statements were derived using this approach;

(2) ItemGeneration by Researchers: Two authors (N=2) indi-
vidually created new items related to the construct definition.
A total of 24 statements were developed using this approach;

(3) Item Generation by a Larger Group of Researchers:
Fellow researchers (N=11) at our institute with expertise
in security and privacy and human-computer interaction
participated in a short survey. The survey inquired how they
would ask people about out-of-device threats in the physical
world. A total of 23 statements were constructed using this
approach; (Note: A similar item generation approach has
been followed by [33, 44].)
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Figure 2: We followed three high-level stages to develop the scale: 1) item development, 2) scale development, and 3) scale
validation. At each stage, we followed the recommendations from the literature to refine and develop the scale iteratively. The
figure shows the breakdown of the high-level phases carried out in the development of Out-of-Device Privacy Scale (ODPS)
along with the sample sizes in each phase.

This procedure of item generation ensured a broad coverage of
the construct. The total number of items generated at this point
was 67 (the reader is referred to Appendix A for the complete list
of items constructed using the various approaches detailed above).
This number of items is more than twice the number in the final
set (presented in section 5), which fulfils the recommendation by
Kline and Schinka et al. [9, 41, 58].

3.3 Refining Items & Assessing Content Validity
Refining items and assessing content validity are crucial in the scale
development process and were the next steps after generating an
initial pool of items. Moreover, prior work has shown a gap between
what privacy scales measure and how they are understood by the
general public [17]. Therefore, items should be formulated to exhibit
minimal subjective interpretation and be easily understandable by
the general public and precise wording [9].

To refine the items and assess content validity, we asked a fellow
human-computer interaction (HCI) researcher with a psychology
background and English as the native language to review the items
and check for four main aspects to account for content validity [65]:

(1) Identification of duplicates or similar worded items,
(2) Verification of item relevance to the construct definition,
(3) Checking of subjective interpretation, and
(4) Inspection of linguistic accuracy.

Out of 67 items, 32 were marked as duplicates, and four were
marked as irrelevant to the construct definition. The remaining
items were checked and rewritten (if needed) for linguistic accuracy
and to minimise subjective interpretation. After the items were
reviewed by an HCI expert with a psychology background, two
researchers rechecked them and refined them based on the feedback.
The items list was reduced to 31 items (see Appendix B).

3.3.1 Pilot Testing. Pilot testing is an essential step before running
a study as it helps ensure the smooth running of the study and pro-
duces results per the researcher’s expectations. Before proceeding
with our questionnaire study, we pilot-tested the items from the
previous step to check for two things:

(1) Understanding of Statements: if the items produced valid
measurements based on how easily the public can under-
stand them.

(2) Variability in Responses: if the items show wide variabil-
ity across responses.

The Ethics Committee approved the study at our institute. We
deployed the items in an online survey using Qualtrics [53] and
advertised it through Prolific [52]. We collected data from 50 par-
ticipants from the UK. Participants were directed to review item
statements concerning privacy and to rate the statements on a 7-
point Likert scale based on to what extent they agreed or disagreed
with the statement. Additionally, the participants were instructed
to identify and report any problems they faced while answering
the questions concerning understanding and linguistic accuracy.
Keywords, such as "privacy", are often linked to bringing social de-
sirability bias. Researchers warn against the use of such words [21],
and the most popular approach to avoid this bias is to use the so-
cial desirability scale [19]. However, recent research indicates that
the social desirability bias scale does not measure the intended
construct [42, 64]. Therefore, we refrained from using the social
desirability bias scale. As an alternative, we checked for data skew-
ness and looked for ways to increase data variability by revising
the wording of items, which is explained below.

We used attention checks to ensure response accuracy [51] and
removed the data of two participants who failed these checks.
Among the remaining 48 participants, 13 identified as male, 34
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as female, and one as non-binary/third gender. Twenty-nine partici-
pants were employed full-time, and eight were employed part-time.
Four participants were unemployed, three were retired, two were
homemakers, and two were students. Participants aged between
21 years and 68 years (M=37.89, SD=13.56). The median time to
complete the questionnaire was 6.32 minutes. Participants were
compensated with 1.10 USD, following the set standard by Prolific
for their time.

Most of the statements were easily understood by participants,
and participants did not report any significant issues. Participants
mentioned a few problems regarding some item statements; for
example, "I use biometric authentication to avoid someone observ-
ing my password and/or to avoid any oily or heat residues on the
screen." was not clear as to which biometric authentication is being
referred. Based on the feedback from the participants, we revised the
wording of several item statements. Next, we checked for variability
by observing descriptive statistics and noted that wide variability
was found across most items. No items were removed based on
their variability. Finally, two researchers reviewed the complete
statements again and inspected for issues or similar wording. A
few item statements were removed as they were very similarly
worded to other statements. After this step, 26 item statements
were retained for further analysis (see Appendix C).

4 STAGE 2: TOWARDS DEVELOPING THE
SCALE

Towards developing our out-of-device privacy scale, the next step
after item generationwas developing the scale. This section explains
the data collection process, the participants’ details, our data checks,
and the results of the exploratory factor analysis.

4.1 Initial Data Analysis
A sample of N=400 participants was recruited on Prolific to investi-
gate our 26-item questionnaire from the previous step. The sample
size was determined following recommendations Nunnally [49],
which shows there should be at least ten responses per statement.
Further, ten responses per item are among the best practices for
scale development [67]. Participants who participated in the pilot
study were excluded from taking part in this study. All questions
were randomized to avoid order effects.

Eighteen participants were removed from the analysis as they
failed the attention check. Out of the remaining N=382 participants,
N=135 identified as male, N=242 as female, N=3 preferred not to
disclose, and N=2 self-described as third gender/non-binary. Partici-
pants were, on average, 41.16 years old (SD=13.5, Min=18, Max=83).
N=214 participants were full-time employed, whereas N=86 were
part-time employed. Twenty participants were unemployed, N=14
students, N=17 homemakers, and N=31 retired. All participants
were based in the UK and were compensated for participation by
the Prolific recommendation.

Before proceeding with the factor analysis, we checked the data
for variability, which included checking for descriptive statistics.
The means of the statements were between 3.5 and 5.9, except for
two items, 2.13 and 2.104. The SDs were between 1 and 2. Medians
ranged from 3.5 to 6 except for two items: (1) "To avoid people nearby

from looking at my smartphone screen, I specifically use a privacy-
protecting screen cover (e.g., tampered glass protector)", and (2) "I press
extra keys after I have entered my PIN at the atm to avoid anyone
taking a heat-trace picture of my PIN". No items were removed based
on their response distribution.

Next, we calculated the item-total correlation of items and four
items were removed as their item-total correlation was less than
0.30 [9]. We then checked for internal consistency amongst the re-
maining 22 items using Cronbach’s alpha [18]. The items exhibited
high internal consistency (𝛼=0.884).

4.2 Exploratory Factor Analysis
As a pre-requisite to establishing the number of factors and their
structure, we first evaluated the suitability of our dataset, whether
it measured common factors, and whether they were correlated.
We checked this by performing the Kaiser-Meyer-Olkin (KMO)
Measures of Sampling Adequacy (MSA) test [14]. KMO indicates
how much a correlation matrix contains factors or simple chance
correlations. A KMO value of 0.60 or higher is appropriate for factor
analysis [65]. In our case, the entire dataset had a KMO value of
0.914, considered "marvellous" [38] and thus well within the bounds
of adequacy. None of the items had a lower KMO (i.e., less than 0.5).
Bartlett’s test of sphericity (𝑥2 = 2561.179, 𝜌<.001) further confirmed
that the set of items was suitable for factor analysis [63, 67].

Next, the visual inspection of the scree plot revealed that the
kink was between two and three factors, as seen in Figure 3. The
"kink" in the scree plot indicates the number of factors we should be
looking for [11]. Using the elbow method, the scree plot suggested
a single-factor solution. To confirm the interpretation, we explored
two and three-factor solutions. We performed principal axis fac-
toring with varimax rotation using a loading cut-off of 0.35, the
recommended threshold [9, 30]. The three-factor solution did not
give a meaningful output, and two of the factors had a conceptual
overlap. Therefore, we next explored a two-factor solution. The two-
factor solution produced a simple structure. To decide between the
two-factor solution and a single single-factor solution, we checked
for correlations between the factors in the 2-factor solution and
calculated the Pearson correlation.

For this purpose, scores of each factor were calculated by aver-
aging the constituent items. There was a statistically significant
positive correlation between the two factors (r=0.635, p<.001). The
high correlation between the factors, the scree plot interpretation
and the above discussion suggested a single-factor solution would
be suitable. To further confirm this, we explored multi-factor solu-
tions using an oblique rotation (i.e. direct oblimin) as detailed in
Appendix E. This further analysis confirmed that a single-factor
solution is more suitable.

After deciding on the single-factor solution, we proceeded with
further analysis. Four items loaded below 0.40, the recommended
minimum threshold of loading [65]. We removed three out of four
items for this reason. Still, we kept the item (item 5) with a loading
of 0.371 as we felt this item represented a particular attribute of out-
of-device privacy, i.e. concern for other people’s privacy, and was
not captured elsewhere in the set of item statements. Further, the
loading of this particular item was not lower than 0.35 (unlike the
remaining), which is the minimum threshold and was close to 0.4.
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Figure 3: The figure shows the scree plot produced using the data for Exploratory Factor Analysis to determine the appropriate
number of factors.

IN Item Statement FL

21 It is important for me to protect my screen content from people around me on public transport 0.77
25 I am worried that someone might access my information by spying on what I am doing on my smartphone 0.684
26 I get anxious when someone from my surroundings invades my privacy by looking at the screen 0.711
24 I am a privacy-centred person 0.643
17 I consider my data to be a target for external threats to my device such as shoulder surfing 0.609
18 I believe my data is worth protecting from external threats to my device 0.452
20 It is not fine for me to have my smartphone screen visible to the public 0.591
23 I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video 0.512
19 Privacy invasion by people surrounding us is effective in leaking information 0.513
14 The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy 0.449
9 I feel concerned when using ATMs that use cameras for recording purposes 0.456
15 I would like my device to do something to alert me every time someone looks at it without my permission 0.429
8 I would change all of my passwords immediately if my smartphone was lost 0.451
5 If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private 0.371
12 Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter 0.477
16 I scroll quickly when I sense someone is looking at my smartphone’s screen 0.606
1 I try to adjust my hand position when using my smartphone so that no one can see the information shown on it 0.557
13 I check for any surrounding people when I am doing something on my smartphone in public places 0.644
2 If anyone looks at my screen without permission, I tend to put my smartphone away 0.576
4 I lower my screen brightness so that no one around me can take a look at what is shown on it 0.337
3 To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-protecting screen cover (e.g. tampered glass protector) 0.306
6 I use fingerprint (or other biometric methods) mainly to avoid someone observing my password 0.306

Table 1: The Table shows the results of Exploratory Factor Analysis. The items marked in red (last three items) were removed
from further analysis as they did not load sufficiently high. IN = Item Number; FL = Factor Loading.

For this reason, item 5 was included in the scale questionnaire. The
three removed items are marked in red in Table 1. Next, we checked
for Cronbach’s alpha after removing the three items: (𝛼=0.888). The
19 items from this step were retained for further analysis in the
following steps.

5 STAGE 3: FINAL SCALE VALIDATION
We performed a confirmatory factor analysis to confirm the previ-
ous section’s explored factor structure. For this, we deployed the
19-item questionnaire using Qualtrics as an online questionnaire
on Prolific. Participants from previous studies (pilot test and study
1) were excluded from participation, ensuring a new independent
sample [9].
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5.1 Study Design
The online questionnaire included the 19 items shortlisted from
the previous section. In the questionnaire, we also had the items
from the IUIPC [44] and CFIP [62], which measure online privacy
concerns to investigate how closely our proposed scale is related to
other privacy constructs1 All items from IUIPC and CFIP used a 7-
point Likert scale, and responses ranged from "strongly disagree" to
"strongly agree". All questions were randomized to avoid sequence
effects [55]. We also used attention check questions for participants’
attention and responsiveness towards the study [51].

5.2 Participants
We collected data from 1,000 participants, out of which N=65 failed
the attention check, and therefore, their data was excluded from
the analysis. From the remaining N=935, N=554 self-identified as
females, N=371 as males, N=8 as non-binary/third gender, and N=2
preferred not to say. Participants were aged between 19 and 90
(Mean=43.39, SD=13.81). Most participants were employed full-time
(N=515), while N=179 were employed part-time. N=83 participants
were retired, N=68 were unemployed, N=52 were homemakers, and
N=38 were students. All participants were based in the UK and
were compensated for their time per the Prolific’s recommended
rate.

5.3 Initial Data Analysis
Before proceeding with the confirmatory factor analysis, we
checked the data’s suitability by computing the Kaiser-Meyer-Olkin
(KMO) Measures of Sampling Adequacy (MSA) test. The full dataset
has KMO = 0.956, and none of the items had a lower KMO than
0.907 [67]. Bartlett’s test of sphericity (𝑥2 = 7562.784, 𝜌<.0005) fur-
ther confirmed that the set of items was suitable for factor analy-
sis [63].

5.4 Confirmatory Factor Analysis
We performed a confirmatory factor analysis to provide statistical
support to the explored factor structure in the previous section. We
calculated the following fit indices: the Root Mean Square Error of
Approximation (RMSEA), the Comparative Fit Index (CFI), and the
Tucker-Lewis Index (TLI) [9]. We intentionally did not consider chi-
square goodness-of-fit as it is reported to be unreliable for large data
samples [35, 60]. The results revealed that CFI = 0.911, TLI = 0.889,
and RMSEA = 0.068. While RMSEA and CFI indicated acceptable
fit, TLI was slightly lower than the recommendation (i.e. should be
greater than 0.9) [48].

We followed a step-wise model selection procedure with back-
ward elimination to improve TLI by checking for item loadings.
The item with the lowest loading was removed to see if it improved
TLI. The item with the least loading was item 9. We found that
by eliminating item 9, all indices resulted in a good model fit (i.e.
CFI=0.923, TLI= 0.903, RMSEA=0.066) [7, 40, 43, 48]. We assume
that this may be because only item 9 related to using ATMs. In

1Please, note: We are aware that the CFIP "collection" subscale is repeated in the
10-item IUIPC scale, but we included it anyway and made the comparison as both
subscales differ slightly in items’ wording. We report the results with both subscale
"collection" versions.

contrast, no other items were associated with or about ATMs. Thus,
our final scale contains 18 items, as shown in Table 3.

5.5 Tests of Reliability
Reliability is the internal consistency commonly measured using
Cronbach’s alpha [11, 18]. A coefficient of 0.70 or higher is con-
sidered acceptable. For the 18 items, Cronbach’s alpha was 0.917,
well above the recommendation of 0.70 [9]. Next, we computed the
composite reliability score [54], which turned out to be 0.922, high
above the recommended threshold of 0.60 [4].

5.6 Construct Validity
Scale validity refers to whether the measured concept fully corre-
sponds to the construct it aims to measure[11]. This defines con-
struct validity, which is the foundation of any questionnaire [12].
We performed a convergent validity analysis to assess the construct
validity of ODPS.

We compared ODPS with the 10-item IUIPC and CFIP to assess
convergent validity. We hypothesized a positive relation between
the subscales of IUIPC and CFIP overall, as all three scales relate to
privacy but capture different dimensions of privacy. Table 2 shows
the results of the correlations and percentage variability along with
the reliability score calculated using Cronbach’s alpha [18] for each
of the subscales of IUIPC and CFIP. Our scale demonstrated positive
correlations with all subscales of IUIPC and CFIP (p<0.001). How-
ever, none of the correlations exceeds 14.44% variability, showing
a maximum of 14.44% conceptual overlap of ODPS with the com-
pared subscales. This much overlap is expected as online privacy
and out-of-device privacy, both fall under the privacy umbrella.
However, 85.56% total variability cannot be explained by concerns
about how organizations handle data privacy or online privacy
concerns. Therefore, we conclude that our scale (ODPS), which
measures out-of-device privacy, differs from how organizations
collect, process, store, and use information (i.e. IUIPC and CFIP).

𝜏 Variability % 𝛼

IUIPC
Control 0.368 13.54 0.727

Awareness 0.38 14.22 0.732
Collection 0.359 12.89 0.904

CFIP

Errors 0.303 9.18 0.86
Unauthorized Use 0.222 4.93 0.827
Improper Access 0.304 9.24 0.804

Collection 0.327 10.69 0.93
Overall CFIP 0.377 14.21 0.898

Table 2: The Table shows (1) the correlation (Kendall’s Tau)
between ODPS and IUIPC & CFIP and (2) the reliability score
of each of the subscales in our dataset of the second study.

6 DISCUSSION
In this paper, we contribute a reliable and valid psychometric instru-
ment to measure the out-of-device privacy of users that describes
the importance a person attributes to protecting personal informa-
tion from threats out of the device in the physical world. We detail
the rigorous methodology adapted to develop and refine the scale
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questionnaire. The 18-item scale fills the gap in protecting against
out-of-device threats in the physical world.

6.1 Obstructions in Scale Development Studies
Prior work has identified two key obstructions in scale development
studies: 1) understanding of scale statements by the general public
and 2) verifying if the scale measures the construct it aims to mea-
sure [17]. Assessing and ensuring these two key points are crucial
in the scale development study as they provide accurate measure-
ments. In our research, we took extra care to ensure both key points
were accessed and checkmarked. For example, before beginning
the factor analysis, we confirmed whether the general public un-
derstood the scale statements accurately. For this, the statements
were checked and revised by an HCI expert with a psychology
background for relevancy to the construct definition and subjective
interpretation. Two researchers then rechecked the items to double-
ensure the results. The items were then pilot-tested with a small
sample from the general public to check for understanding (see
Section 3.3). Further, after finalising the scale statements through
factor analysis and confirmatory factor analysis, we performed tests
for convergent validity to ensure that the scale fully corresponds to
the construct it aims to measure (see Section 5.6). Therefore, we con-
clude that we have confidently assessed and ensured high-quality
scale development while eliminating the obstacles.

6.2 Using ODPS to Measure Out-of-Device
Privacy

ODPS will be helpful to researchers who aim to mitigate privacy
threats in the physical world. It can be easily deployed in an online
questionnaire format and distributed on a large scale. ODPS would
provide insights into the user privacy profile, which could then
be used to inform the design of protection mechanisms. Further,
researchers can utilize it to measure the privacy behaviour of a
user group. The scale can help explore how privacy perception
changes over time and across different user groups. ODPS can
offer to answer research questions like: To what degree are users
concerned about protecting their information from privacy threats in
the physical world? orWhat is the users’ level of awareness of privacy
threats in the physical world? or How much users are willing to do to
protect their privacy from threats in the physical world?.

6.3 Using ODPS to design Protection
Mechanisms

ODPSwill be advantageous in designing protectionmethods against
threats in the physical world, such as shoulder surfing. For exam-
ple, a low ODPS score would indicate that the user prefers a light
protection method. In contrast, a high ODPS score would mean
the user is highly concerned about privacy and prefers a strong
protection method. In the same way, the ODPS score could reflect
user awareness of privacy threats in the physical world. This could
empower users to defend their privacy with and without a device-
based mechanism. Researchers could develop awareness strategies
based on the scores to educate users on privacy violations.

Further, ODPS could also be used to enhance the design of protec-
tion mechanisms by controlling participants’ out-of-device privacy
attitudes. For example, in a usability or user experience evaluation

study of a protection mechanism, ODPS could serve as a covariate
to ensure that the participant’s experience outcome is the result
of the change in the design of the protection mechanism and not
due to the differences in their out-of-device privacy. In summary,
ODPS could offer to investigate research questions like: What is
users’ level of awareness of privacy threats in the physical world? or
How can the design of protection mechanisms improve to reflect the
user’s out-of-device privacy perception better?.

6.4 Using ODPS to measure Privacy Culture
The perception of privacy changes as we move across cultures [57].
For example, shoulder surfing can have severe consequences in
some cultures like the Middle East, whereas it is sometimes ignored
in Western cultures [22, 57]. ODPS would help measure the privacy
culture, which could be incorporated into the tech devices. Based
on this, users can be offered personalized protection based on their
cultural setting.

6.5 Using ODPS in Combination with Other
Privacy Scales

ODPS, in combination with other privacy scales such as IUIPC [44],
can help construct a privacy profile of users which would explain
users’ perceptions of privacy in the online and physical world,
summing up as a complete privacy profile. This privacy profile could
then be used to provide holistic protection to user’s information
online and in the physical world.

6.6 Instructions for Scoring
ODPS is a psychometric instrument developed to measure the
out-of-device privacy of users. To use the scale questionnaire, the
statements should be presented using a Likert scale with 7 points,
starting from strongly disagree to strongly agree. All items are
mandatory to answer, and no item requires reverse scoring. The
scale statements should be randomized to avoid order effects. The
scale score can be calculated by averaging the components’ scores.

6.7 Limitations & Future Work
Scale validation is a continuous process. While we followed the best
practices from the literature in iteratively developing and refining
the scale, further studies must be conducted to provide statistical
strength to ODPS. Second, while we recruited a large number of
participants, all participants were based in the United Kingdom.
This might have introduced selection bias. Further studies with par-
ticipants from different geographic locations should be conducted
to strengthen the validation of the scale. Third, while we followed
the most recommended approach for item generation and item
elimination, it may be possible that some possible factors were not
captured during our process. Although our items produce reliable
and valid results, future work should expand on the findings. Lastly,
we propose that in future studies, the scale should be administered
in mechanisms developer studies to investigate ODPS’s impact on
the design of privacy protection mechanisms.
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Item Statement

1 It is important for me to protect my screen content from people around me on public transport
2 I am worried that someone might access my information by spying on what I am doing on my smartphone
3 I get anxious when someone from my surroundings invades my privacy by looking at the screen
4 I am a privacy-centred person
5 I consider my data to be a target for external threats to my device such as shoulder surfing
6 I believe my data is worth protecting from external threats to my device
7 It is not fine for me to have my smartphone screen visible to the public
8 I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video
9 Privacy invasion by people surrounding us is effective in leaking information
10 The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy
11 I would like my device to do something to alert me every time someone looks at it without my permission
12 I would change all of my passwords immediately if my smartphone was lost
13 If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private
14 Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter
15 I scroll quickly when I sense someone is looking at my smartphone’s screen
16 I try to adjust my hand position when using my smartphone so that no one can see the information shown on it
17 I check for any surrounding people when I am doing something on my smartphone in public places
18 If anyone looks at my screen without permission, I tend to put my smartphone away

Table 3: The table shows the final look of the 18-item Out-of-Device Privacy Scale (ODPS)

7 CONCLUSION
In this paper, we present a reliable and valid 18-item psychometric
scale, the "out-of-device Privacy Scale (ODPS)", to capture the out-
of-device privacy of users. We followed the best scale development
practices from the literature, ensuring a rigorous methodology. We
present a detailed description of each step of the development and
validation of the scale. With the aid of ODPS, privacy and security
researchers will be assisted in designing user-centred protection
mechanisms offering personalized and holistic protection against
out-of-device threats in the physical world.
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A ITEM GENERATION PHASE
This section lists the total items created in the initial item generation
phase using literature-based and empirical approaches.

A.1 Items Created Using Literature-Based
Approach

(1) I turn off my device’s display if I notice someone looking
over my screen without my permission[22]

(2) I adjust my position when browsing through my smartphone
so that no one can take a look at it [23]

(3) I hide the screen with my hands if I notice someone looking
at my screen [25]

(4) I usually avoid accessing apps that contain private informa-
tion when I am around others [22]

(5) If someone looks at my screen without permission, I usually
ignore them [22]

(6) To avoid surrounding people from looking at my screen, I
use a tampered privacy protector on my device [23]

(7) I lower my screen brightness so that no one around me can
take a look at my screen [25]

(8) I am concerned about my reputation if someone oversees
my device screen without my permission [23]

(9) If someone oversees my screen content, I would feel uncom-
fortable, because I feel like those people trusted me to keep
their data private [22]

(10) I often clean my device screen to remove any oily residues
so that no one can use them to trace what I entered on the
device [59]

(11) I use biometric authentication to avoid someone observing
my password and/or to avoid any oily or heat residues on
the screen [5]

(12) I backup my valuable data often for safety in case of theft or
lost [46]

(13) I carry a small paper book to save my contacts in case my
device is lost/stolen [46]

(14) I back up my data frequently [46]
(15) I do not trust the security of smartphones and therefore do

not store any sensitive information on them [46]
(16) I would change all my passwords immediately in my smart-

phone is stolen or lost [46]
(17) I do not leave my device unattended around others to avoid

giving anyone the opportunity to unlock it [5]
(18) I am concerned when using ATMs that use cameras for

recording purposes [5]
(19) I wear gloves to avoid anyone taking heat traces picture of

my PIN when I use ATM [5]
(20) I press extra keys after I have entered my PIN at the ATM [5]

A.2 Items Constructed Through Deductive
Approach - Researchers Developed Items

(21) I clear my location track history because in case my phone
is lost then someone might be able to track down my home

(22) I access sensitive data only on personal PC
(23) I keep my security knowledge up to date
(24) I use auto-fill in passwords to avoid anyone over seeing my

passwords when I enter on my smartphone

(25) I am concerned about my reputation if I see someone looking
over my screen without permission

(26) I check for my surrounding people when I use my smart-
phone at public places

(27) The survellance cameras concern me as I fear that they might
be recording my device interaction

(28) The increasing availability and cost feasibility of devices like
thermal cameras are a threat to everyone’s privacy

(29) I clean my smartphone screen often to clear off any smudges
left behind after interaction

(30) I use two smartphones, one for private and indoor usage and
one for outdoor purposes so I dont have to worry in case of
smartphone theft

(31) Along with taking care of threats within the device such as
phishing emails, I also take care of threats outside the device,
for example device observations by surrounding people

(32) I get annoyed when I catch someone looking over my device
screen

(33) I often catch people looking over my device screen without
permission which irritates me

(34) I would like my device to do something everytime someone
looks at it without my permission

(35) I hide my screen when I am in public areas
(36) I hide my screen when I am viewing sensitive information

on my phone
(37) I scroll quickly when I sense someone is looking at my

phone’s screen
(38) I switch off my phone when I sense someone is looking at

my phone’s screen
(39) I don’t view sensitive messages, play sensitive voice mes-

sages, or view perform sensitive actions (e.g., online banking)
on my phone when I am in a public area

(40) I place my palm on touchscreens after i have entered sensi-
tive information, to reduce the chances for thermal attacks
to succeeed

(41) I press random keys on touchscreens to add noise to thermal
imaging data

(42) I wipe my phone’s screen with a cloth to prevent smudge
attacks

(43) I don’t leave my phone unattended to make sure no one
attempts to use it or try to unlock it

(44) I keep my phone near me and visible to me all the time to
make sure it is not compromised

A.3 Items Constructed Through Deductive
Approach - Items by Larger Pool of
Researchers

(45) I ensure no one is looking at my screen when I am entering
passwords

(46) I use separate devices for private and non-private stuff
(47) I get anxious when someone from my surrounding invades

my device privacy
(48) I am worried that someone might access my information by

spying on what I am doing on my smartphone
(49) I am a privacy-centred person
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(50) I would be embrassed if information found on my smart-
phone is leaked to my surrounding people

(51) I keep myself updated on how someone around me can un-
lock my smartphone without my permission

(52) I consider my data as a target from device external threats
(53) I believe my data is worth protecting from device external

threats
(54) I protect my device from being observed by others
(55) I believe there are no data privacy threats outside of the

device
(56) I am well aware of how to protect my data from device

external threats
(57) I believe device external threats are not a serious privacy

threat to be concerned of
(58) Device external threats are not effective in leaking private

information
(59) I value protecting information from device external threats
(60) Device external threats are not a concerning threat to privacy
(61) It is fine for me to unveil my phone screen to the public
(62) It is important for me to protect from screen content from

people around me in public transport
(63) I do not believe that someone could use my screen traces to

attack my phone
(64) I dont mind if someone sitting next to me takes a look at my

smartphone while I am watching a video
(65) I am concerned by the CCTC cameras as they might capture

what I am doing on my device
(66) I protect my data from surrounding people
(67) I take all actions to keep my data safe from device external

threats

B ITEMS USED IN THE PRE-TESTING PHASE
(1) I try to adjust my hand position when using my smartphone

so that no one can see the information shown on it
(2) I hide my smartphone screen with my hands if I notice any-

one looking at it
(3) If anyone looks at my screen without permission, I tend to

put my smartphone away
(4) To avoid people nearby from looking at my smartphone

screen, I specifically use a privacy-protecting screen cover
(e.g. tampered glass protector)

(5) I lower my screen brightness so that no one around me can
take a look at what is shown on it

(6) If someone sees my friend’s content on my screen, it feels
like a breach of my friend’s trust in me to keep their content
private

(7) I use fingerprint (or other biometric methods) mainly to
avoid someone observing my password

(8) I trust the security system of smartphones and therefore
store any sensitive information on them

(9) I would change all of my passwords immediately if my smart-
phone was lost

(10) I feel concerned when using ATMs that use cameras for
recording purposes

(11) I wear gloves to avoid anyone taking a heat-trace picture of
my PIN when I use an ATM

(12) I press extra keys after I have entered my PIN at the atm to
avoid anyone taking a heat-trace picture of my PIN

(13) I access all sorts of data on my smartphone, including sensi-
tive data

(14) Among the reasons I use auto-fill for passwords on my smart-
phone, is to avoid anyone overseeing what I enter

(15) I check for any surrounding people when I am doing some-
thing on my smartphone in public places

(16) The increasing availability and affordability of audio, video
and photo recording devices are a threat to everyone’s pri-
vacy

(17) I would like my device to do something to alert me every
time someone looks at it without my permission

(18) I scroll quickly when I sense someone is looking at my smart-
phone’s screen

(19) I place my palm on touchscreens after I have entered sensi-
tive information, to reduce the chances for thermal attacks
to succeed

(20) I press random keys on touchscreens to add irrelevant signals
to thermal imaging data

(21) I ensure no one is looking at my screen when I am typing in
passwords

(22) I consider my data to be a target for external threats to my
device such as shoulder surfing

(23) I believe my data is worth protecting from external threats
to my device

(24) Privacy invasion by people surrounding us is effective in
leaking information

(25) It is not fine for me to have my smartphone screen visible to
the public

(26) It is important for me to protect my screen content from
people around me on public transport

(27) I believe that someone could use any finger tip traces on my
screen to reveal my password

(28) I mind if a stranger sitting next to me takes a look at my
smartphone while I am watching a private video

(29) I am a privacy-centred person
(30) I am worried that someone might access my information by

spying on what I am doing on my smartphone
(31) I get anxious when someone from my surroundings invades

my privacy by looking at the screen

C ITEMS EXPLORED IN THE EXPLORATORY
FACTOR ANALYSIS

(1) I try to adjust my hand position when using my smartphone
so that no one can see the information shown on it

(2) If anyone looks at my screen without permission, I tend to
put my smartphone away

(3) To avoid people nearby from looking at my smartphone
screen, I specifically use a privacy-protecting screen cover
(e.g. tampered glass protector)

(4) I lower my screen brightness so that no one around me can
take a look at what is shown on it

(5) If someone sees my friend’s content on my screen, it feels
like a breach of my friend’s trust in me to keep their content
private
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(6) I use fingerprint (or other biometric methods) mainly to
avoid someone observing my password

(7) I trust the security system of smartphones and therefore
store any sensitive information on them

(8) I would change all of my passwords immediately if my smart-
phone was lost

(9) I feel concerned when using ATMs that use cameras for
recording purposes

(10) I press extra keys after I have entered my PIN at the atm to
avoid anyone taking a heat-trace picture of my PIN

(11) I access all sorts of data on my smartphone, including sensi-
tive data

(12) Among the reasons I use auto-fill for passwords on my smart-
phone, is to avoid anyone overseeing what I enter

(13) I check for any surrounding people when I am doing some-
thing on my smartphone in public places

(14) The increasing availability and affordability of audio, video
and photo recording devices are a threat to everyone’s pri-
vacy

(15) I would like my device to do something to alert me every
time someone looks at it without my permission

(16) I scroll quickly when I sense someone is looking at my smart-
phone’s screen

(17) I consider my data to be a target for external threats to my
device such as shoulder surfing

(18) I believe my data is worth protecting from external threats
to my device

(19) Privacy invasion by people surrounding us is effective in
leaking information

(20) It is not fine for me to have my smartphone screen visible to
the public

(21) It is important for me to protect my screen content from
people around me on public transport

(22) I believe that someone could use any finger tip traces on my
screen to reveal my password

(23) I mind if a stranger sitting next to me takes a look at my
smartphone while I am watching a private video

(24) I am a privacy-centred person
(25) I am worried that someone might access my information by

spying on what I am doing on my smartphone
(26) I get anxious when someone from my surroundings invades

my privacy by looking at the screen

D FINAL SET OF ITEMS & THE RESPECTIVE
SOURCES

The table below presents the items from the final version of the
out-of-device Privacy Scale and lists the corresponding sources
from which the items were derived.

E EXPLORING MULTI-FACTOR SOLUTIONS -
ADDITIONAL ANALYSIS

To finalize the factor solution, we explored factor solutions using
direct oblimin (oblique) as the rotation method. We present and
discuss the results below.

First, we explored a four-factor solution using 0.4 as the rec-
ommended loading cut-off value. The Table 5 below presents the
results. It can be observed that no item is loaded onto the fourth
factor. Therefore, we next explored a three-factor solution. Table 6
shows the output of a 3-factor solution. It can be observed that only
two items are loaded onto the second factor, whereas at least three
items must be loaded onto a factor for it to be considered a factor.
Therefore, we dropped the three-factor solution and next explored
a two-factor solution. The 2-factor solution (presented in Table 7
gave a simple structure; however, before finalizing it, we checked
for the following descriptives:

(1) Correlation between the two factors: The correlation be-
tween the two factors turned out to be .553, indicating a high
correlation.

(2) Reliability: We then checked for reliability, which appeared
to be 0.857 for the first and 0.664 for the second factors.While
the first factor gave a good reliability score, the reliability of
the second factor was unacceptable.

While the above recommends opting for a single-factor solution,
we further explored essential statistics. We collected a new dataset
with N=1000 participants. Out of N=1000, 69 failed the attention
check and were removed from further analysis. On the remaining
N=931 participants’ data, we performed the following tests. We
again checked for a correlation between the two factors in the new
dataset collected. The correlation between the two factors in the
latest dataset was 0.590, indicating a high correlation. We then
extracted loadings using Principle Axis Factoring (PAF) and CFA
(Confirmatory Factor Analysis) for the two factors. For the load-
ings received using PAF (two-factor solution), the average variance
extracted for each factor was 0.469 and 0.234, respectively. We then
checked for the square root of AVE and compared it to the correla-
tion. The square root of AVE was higher for only one factor (0.684)
and not the other factor (0.483). For the loadings received using
CFA, the average variance extracted for each factor was 0.47817 and
0.3207, respectively. We then checked for the square root of AVE
and compared it to the correlation. The square root of AVE was
higher for only one factor (0.691) and not the other factor (0.566).
In both cases, insufficient discriminant validity was observed as
factor correlation was not lower than the square root of AVE for
Factor 2. Further, the AVE for each factor is less than 0.5, which
is unacceptable as greater than 0.5 is the recommended threshold.
Even with all these methods, TLI remains below the threshold of 0.9
(0.872). Given all these results, we opted for a single-factor solution.
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Item Statement Literature-Based Reference Empirically (by Researchers) Empirically (by Experts)

It is important for me to protect my screen content from people around me on public transport
I am worried that someone might access my information by spying on what I am doing on my smartphone
I get anxious when someone from my surroundings invades my privacy by looking at the screen
I am a privacy-centred person
I consider my data to be a target for external threats to my device such as shoulder surfing
I believe my data is worth protecting from external threats to my device
It is not fine for me to have my smartphone screen visible to the public
I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video
Privacy invasion by people surrounding us is effective in leaking information
The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy
I would like my device to do something to alert me every time someone looks at it without my permission
I would change all of my passwords immediately if my smartphone was lost [46]
If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private [22]
Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter
I scroll quickly when I sense someone is looking at my smartphone’s screen
I try to adjust my hand position when using my smartphone so that no one can see the information shown on it [23]
I check for any surrounding people when I am doing something on my smartphone in public places
If anyone looks at my screen without permission, I tend to put my smartphone away [23]

Table 4: The Table shows the list of items included in the final version of the ODPS and the corresponding sources.

Item Statements Factor

1 2 3 4
I am worried that someone might access my information by spying on what I am doing on my smartphone 0.726
I consider my data to be a target for external threats to my device such as shoulder surfing 0.701
I am a privacy-centred person 0.546
Privacy invasion by people surrounding us is effective in leaking information 0.49
The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy 0.455
I believe my data is worth protecting from external threats to my device 0.447
I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video 0.443
I feel concerned when using ATMs that use cameras for recording purposes
It is not fine for me to have my smartphone screen visible to the public
I would like my device to do something to alert me every time someone looks at it without my permission
Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter 0.517
To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-protecting screen cover (e.g. tampered glass protector) 0.448
I use fingerprint (or other biometric methods) mainly to avoid someone observing my password 0.406
I lower my screen brightness so that no one around me can take a look at what is shown on it
I would change all of my passwords immediately if my smartphone was lost
I check for any surrounding people when I am doing something on my smartphone in public places -0.681
If anyone looks at my screen without permission, I tend to put my smartphone away -0.63
I scroll quickly when I sense someone is looking at my smartphone’s screen -0.565
I try to adjust my hand position when using my smartphone so that no one can see the information shown on it -0.526
I get anxious when someone from my surroundings invades my privacy by looking at the screen 0.432 -0.459
It is important for me to protect my screen content from people around me on public transport -0.445
If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private

Table 5: The table shows the results of a 4-factor solution using a loading cut-off value of 0.4.
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Item Statements Factor

1 2 3
I consider my data to be a target for external threats to my device such as shoulder surfing 0.651
I believe my data is worth protecting from external threats to my device 0.57
I am worried that someone might access my information by spying on what I am doing on my smartphone 0.553
The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy 0.523
Privacy invasion by people surrounding us is effective in leaking information 0.492
It is not fine for me to have my smartphone screen visible to the public 0.452
I am a privacy-centred person 0.447
It is important for me to protect my screen content from people around me on public transport 0.443 -0.41
I feel concerned when using ATMs that use cameras for recording purposes 0.423
I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video
I would like my device to do something to alert me every time someone looks at it without my permission
I would change all of my passwords immediately if my smartphone was lost
Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter 0.526
To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-protecting screen cover (e.g. tampered glass protector) 0.449
I use fingerprint (or other biometric methods) mainly to avoid someone observing my password
I lower my screen brightness so that no one around me can take a look at what is shown on it
I check for any surrounding people when I am doing something on my smartphone in public places -0.66
I scroll quickly when I sense someone is looking at my smartphone’s screen -0.617
I try to adjust my hand position when using my smartphone so that no one can see the information shown on it -0.589
I get anxious when someone from my surroundings invades my privacy by looking at the screen -0.555
If anyone looks at my screen without permission, I tend to put my smartphone away -0.501
If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private

Table 6: The Table shows the 3-factor solution using a loading cut-off value of 0.4.

Factor

Item Statements 1 2
It is important for me to protect my screen content from people around me on public transport 0.673
I am worried that someone might access my information by spying on what I am doing on my smartphone 0.649
I am a privacy-centred person 0.632
I consider my data to be a target for external threats to my device such as shoulder surfing 0.63
I believe my data is worth protecting from external threats to my device 0.619
I get anxious when someone from my surroundings invades my privacy by looking at the screen 0.619
The increasing availability and affordability of audio, video and photo recording devices are a threat to everyone’s privacy 0.551
I mind if a stranger sitting next to me takes a look at my smartphone while I am watching a private video 0.545
It is not fine for me to have my smartphone screen visible to the public 0.539
Privacy invasion by people surrounding us is effective in leaking information 0.533
I feel concerned when using ATMs that use cameras for recording purposes
I would like my device to do something to alert me every time someone looks at it without my permission
If anyone looks at my screen without permission, I tend to put my smartphone away
I would change all of my passwords immediately if my smartphone was lost
If someone sees my friend’s content on my screen, it feels like a breach of my friend’s trust in me to keep their content private
Among the reasons I use auto-fill for passwords on my smartphone, is to avoid anyone overseeing what I enter 0.557
I lower my screen brightness so that no one around me can take a look at what is shown on it 0.468
I scroll quickly when I sense someone is looking at my smartphone’s screen 0.468
To avoid people nearby from looking at my smartphone screen, I specifically use a privacy-protecting screen cover (e.g. tampered glass protector) 0.465
I try to adjust my hand position when using my smartphone so that no one can see the information shown on it 0.444
I check for any surrounding people when I am doing something on my smartphone in public places
I use fingerprint (or other biometric methods) mainly to avoid someone observing my password

Table 7: The Table shows the 2-factor solution using a loading cut-off value of 0.4
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